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Abstract. The current paper is devoted to the study of traveling wave solutions of the following parabolic-elliptic-elliptic chemotaxis systems,

\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (\chi_1 u \nabla v_1) + \nabla \cdot (\chi_2 u \nabla v_2) + u(a - bu), \quad x \in \mathbb{R}^N, \\
    0 &= \Delta v_1 - \lambda_1 v_1 + \mu_1 u, \quad x \in \mathbb{R}^N, \\
    0 &= \Delta v_2 - \lambda_2 v_2 + \mu_2 u, \quad x \in \mathbb{R}^N,
\end{align*}
\]

where \(a > 0, \ b > 0, \ u(x,t)\) represents the population density of a mobile species, \(v_1(x,t)\) represents the population density of a chemorepulsion, \(v_2(x,t)\) represents the population density of a chemorepellent, the constants \(\chi_1 \geq 0\) and \(\chi_2 \geq 0\) represent the chemotaxis sensitivities, and the positive constants \(\lambda_1, \lambda_2, \mu_1, \) and \(\mu_2\) are related to the growth rate of the chemical substances. It was proved in an earlier work by the authors of the current paper that there is a nonnegative constant \(K\) depending on the parameters \(\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2, \) and \(\lambda_2\) such that if \(b + \lambda_2 \mu_2 > \chi_1 \mu_1 + K\), then the positive constant steady solution \((\frac{\sigma}{\beta}, \frac{\alpha \mu_1}{\beta \lambda_1}, \frac{\alpha \mu_2}{\beta \lambda_2})\) of (0.1) is asymptotically stable with respect to positive perturbations. In the current paper, we prove that if \(b + \lambda_2 \mu_2 > \chi_1 \mu_1 + K\), then there exists a positive number \(c^* (\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2) \geq 2\sqrt{a}\) such that for every \(c \in (c^* (\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2), \infty)\) and \(\xi \in \mathbb{S}^{N-1}\), the system has a traveling wave solution \((u(x,t), v_1(x,t), v_2(x,t)) = (U(x-\xi\cdot ct), V_1(x-\xi\cdot ct), V_2(x-\xi\cdot ct))\) with speed \(c\) connecting the constant solutions \((\frac{\sigma}{\beta}, \frac{\alpha \mu_1}{\beta \lambda_1}, \frac{\alpha \mu_2}{\beta \lambda_2})\) and \((0, 0, 0)\), and it does not have such traveling wave solutions of speed less than \(2\sqrt{a}\). Moreover we prove that

\[
\lim_{(x_1,x_2) \to (0^+, 0^+)} c^* (\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = \begin{cases} 
2\sqrt{a} & \text{if } a \leq \min \{\lambda_1, \lambda_2\} \\
\frac{a + \lambda_1}{\chi_1} & \text{if } \lambda_1 \leq \min \{a, \lambda_2\} \\
\frac{a + \lambda_2}{\chi_2} & \text{if } \lambda_2 \leq \min \{a, \lambda_1\}
\end{cases}
\]

for every \(\lambda_1, \lambda_2, \mu_1, \mu_2 > 0\), and

\[
\lim_{x \to \infty} \frac{U(x)}{e^{-\sqrt{a}px}} = 1,
\]

where \(\mu\) is the only solution of the equation \(\mu + \frac{1}{\mu} = \frac{\xi}{\sqrt{a}}\) in the interval \((0, \min(1, \sqrt{\frac{a}{\chi_1}}, \sqrt{\frac{a}{\chi_2}}))\).

1. Introduction. Chemotaxis is the ability for micro-organisms to respond to chemical signals by moving along gradient of chemical substances, either toward
the higher concentration (positive taxis) or away from it (negative taxis). The following system of partial differential equations describes the time evolution of both the density \( u(x,t) \) of a mobile species and the density \( v(x,t) \) of a chemical substance,

\[
\begin{aligned}
    u_t &= \nabla \cdot (\nabla u - \chi(u) \nabla v) + u(a - bu), \quad x \in \Omega \\
    \tau v_t &= \Delta v - v + u, \quad x \in \Omega,
\end{aligned}
\]

complemented with certain boundary condition on \( \partial \Omega \) if \( \Omega \) is bounded, where \( \Omega \subset \mathbb{R}^N \) is an open domain; \( \tau \geq 0 \) is a non-negative constant linked to the speed of diffusion of the chemical; \( a \) and \( b \) are nonnegative constant real numbers related to the growth rate of the mobile species; and the function \( \chi(u) \) represents the sensitivity with respect to chemotaxis. System (1.1) has attracted a number of researchers over the last three decades. It is a simplified version of the mathematical model of chemotaxis (aggregation of organisms sensitive to a gradient of a chemical substance) proposed by Keller and Segel (see [25], [26]). In literature, (1.1) is called the Keller-Segel model or a chemotaxis model. The nature of the sensitivity function of the mobile species with respect to the chemical signal, \( \chi(u) \), plays important role in the features of solutions of (1.1). In the case of positive sensitivity function \( \chi(u) \), the mobile species moves toward the higher concentration of the chemical substances and (1.1) is referred to as chemoattraction models. If \( \chi(u) \) has negative sign, the mobile species moves away from the higher concentration of the chemical substances and (1.1) is referred to as chemorepulsion models.

It is well known that chemotactic cross-diffusion is somewhat “dangerous” in the sense that finite-time blow-up might occur. For example, for the choice of \( \chi(u) = \chi u, \chi > 0 \), and no logistic function, i.e \( a = b = 0 \), finite time blow-up may occur in (1.1) (see [3, 11, 39] for the case \( \tau = 0 \) and [20, 63] for the case \( \tau = 1 \), but that this situation is less dangerous when this taxis is repulsive (see [9] and the references therein). When the logistic source is not identically zero, that is \( a > 0 \) and \( b > 0 \), the blow-up phenomena in the chemoattraction case may be suppressed to some extent, namely, finite time blow up does not occur in (1.1) with \( \chi(u) = \chi u \) provided that the logistic damping constant \( b \) is sufficiently large relative to \( \chi \) (see [53] for \( \tau = 0 \) and [64] for \( \tau = 1 \)). Quite rich dynamical features may be observed in such systems, either numerically or also analytically. But many fundamental dynamical issues for (1.1) are not well understood yet, in particular, when \( \Omega \) is unbounded.

Since the works by Keller and Segel, a rich variety of mathematical models for studying chemotaxis have appeared (see [3], [10], [11], [18], [24], [39], [46], [50], [51], [53], [55], [61], [62], [63], [64], [65], [66], [69], and the references therein). In the current paper, we consider chemoattraction-repulsion process in which cells undergo random motion and chemotaxis towards attractant and away from repellent [34]. More precisely, we consider the model with proliferation and death of cells and assume that chemicals diffuse very quickly. These lead to the model of partial differential equations as follows:

\[
\begin{aligned}
    u_t &= \Delta u - \nabla \cdot (\chi_1 u \nabla v_1) + \nabla \cdot (\chi_2 u \nabla v_2) + u(a - bu), \quad x \in \Omega, \ t > 0, \\
    0 &= (\Delta - \lambda_1 I) v_1 + \mu_1 u, \quad x \in \Omega, \ t > 0, \\
    0 &= (\Delta - \lambda_2 I) v_2 + \mu_2 u, \quad x \in \Omega, \ t > 0,
\end{aligned}
\]

complemented with certain boundary condition on \( \partial \Omega \) if \( \Omega \) is bounded. It is clear that if either \( \chi_1 = 0 \) or \( \chi_2 = 0 \) then (1.2) becomes (1.1) with \( \chi(u) = \chi u \). As (1.1),
among the central problems about (1.2) are global existence of classical/weak solutions with given initial functions; finite-time blow-up; pattern formation; existence, uniqueness, and stability of certain special solutions; spatial spreading and front propagation dynamics when the domain is a whole space; etc. Similarly, many of these central problems are not well understood yet, in particular, when $\Omega$ is unbounded.

Global existence and asymptotic behavior of solutions of (1.2) on bounded domain $\Omega$ complemented with Neumann boundary conditions,

$$\frac{\partial u}{\partial n} = \frac{\partial v_1}{\partial n} = \frac{\partial v_2}{\partial n} = 0,$$

have been studied in many papers (see [12, 21, 23, 31, 32, 33, 34, 52, 56, 57, 67, 68] and the references therein). For example, in [67], among others, the authors proved that, if $b > \chi_1\mu_1 - \chi_2\mu_2$, or $N \leq 2$, or $\frac{N-2}{N}(\chi_1\mu_1 - \chi_2\mu_2) < b$ and $N \geq 3$, then for every nonnegative initial $u_0 \in C^0(\Omega)$, (1.2)+(1.3) has a unique global classical solution $(u(\cdot, t), v_1(\cdot, t), v_2(\cdot, t))$ which is uniformly bounded. In the case that there is no logistic function, the authors in [52] studied both (1.2) and its full parabolic variant.

In a very recent work [43], the authors of the current paper studied the global existence, asymptotic behavior, and spatial spreading properties of classical solutions of (1.2) on the whole space $\Omega = \mathbb{R}^N$, that is,

$$\begin{cases}
    u_t = \Delta u - \nabla \cdot (\chi_1 u \nabla v_1) + \nabla \cdot (\chi_2 u \nabla v_2) + u(a - bu), & x \in \mathbb{R}^N, \quad t > 0, \\
    0 = (\Delta - \lambda_1 I)v_1 + \mu_1 u, & x \in \mathbb{R}^N, \quad t > 0, \\
    0 = (\Delta - \lambda_2 I)v_2 + \mu_2 u, & x \in \mathbb{R}^N, \quad t > 0.
\end{cases}$$

(1.4)

Let

$$C_{\text{unif}}^b(\mathbb{R}^N) = \{ u \in C(\mathbb{R}^N) \mid u(x) \text{ is uniformly continuous and } \sup_{x \in \mathbb{R}^N} |u(x)| < \infty \}$$

equipped with the norm $\| u \|_{\infty} = \sup_{x \in \mathbb{R}^N} |u(x)|$. For every real number $r$, we let $(r)_+ = \max\{0, r\}$ and $(r)_- = \max\{0, -r\}$. Let

$$M := \min \left\{ \frac{\chi_2 \mu_2 \lambda_2 - \chi_1 \mu_1 \lambda_1}{\lambda_2} + \chi_1 \mu_1 (\lambda_1 - \lambda_2)_+, \frac{\chi_2 \mu_2 (\lambda_1 - \lambda_2)_+ + (\chi_2 \mu_2 \lambda_2 - \chi_1 \mu_1 \lambda_1)_+}{\lambda_1} \right\}$$

(1.6)

and

$$K := \min \left\{ \frac{|\chi_2 \mu_2 \lambda_2 - \chi_1 \mu_1 \lambda_1| + \chi_1 \mu_1 (\lambda_1 - \lambda_2)_-}{\lambda_2}, \frac{\chi_2 \mu_2 (\lambda_1 - \lambda_2)_- + |\chi_2 \mu_2 \lambda_2 - \chi_1 \mu_1 \lambda_1|}{\lambda_1} \right\}$$

(1.7)

Among others, the following are proved in [43].

- If $b + \chi_2 \mu_2 > \chi_1 \mu_1 + M$, then for every nonnegative initial function $u_0 \in C_{\text{unif}}^b(\mathbb{R}^N)$, (1.4) has a unique bounded global classical solution $(u(\cdot, t; u_0), v_1(\cdot, t; u_0), v_2(\cdot, t; u_0))$ with $u(\cdot, 0; u_0) = u_0$ and $\|u(\cdot, t; u_0)\|_{\infty} \leq \max\{\|u_0\|_{\infty}, \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M}\}$, for all $t \geq 0$.

- If $b + \chi_2 \mu_2 > \chi_1 \mu_1 + K$, then for every initial function $u_0 \in C_{\text{unif}}^b(\mathbb{R}^N)$ with $u_{0\inf} > 0$, the unique bounded global classical solution $(u(\cdot, \cdot; u_0), v_1(\cdot, \cdot; u_0), v_2(\cdot, \cdot; u_0))$ of
has no such traveling wave solutions of slower speed (see [13, 27, 59]). Moreover, the stability of the positive constant steady solution with respect to strictly positive perturbations.

That is the constant steady state $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ is asymptotically stable with respect to strictly positive perturbations if $b + \chi_2 \mu_2 > \chi_1 \mu_1 + K$.

It is not yet known whether it is enough for $b + \chi_2 \mu_2 > \chi_1 \mu_1 + M$ to guarantee the stability of the positive constant steady solution with respect to strictly positive perturbations.

Note that, in the absence of the chemotaxis (i.e. $\chi_1 = \chi_2 = 0$ or $\chi_1 - \chi_2 = \mu_1 - \mu_2 = \lambda_1 - \lambda_2 = 0$), the first equation of (1.2) with $\Omega = \mathbb{R}^N$ becomes

$$u_t = \Delta u + u(a - bu), \quad x \in \mathbb{R}^N,$$

(1.8)

which is referred to as Fisher or KPP equation due to the pioneering works by Fisher ([13]) and Kolmogorov, Petrovsky, Piscunov ([27]). Among important solutions of (1.8) are traveling wave solutions of (1.8) connecting the constant solutions $a/b$ and 0. It is well known that (1.8) has traveling wave solutions $u(x, t) = \phi(x - ct)$ connecting $\frac{a}{b}$ and 0 (i.e. $(\phi(-\infty) = a/b, \phi(\infty) = 0)$) for all speeds $c \geq 2\sqrt{a}$ and has no such traveling wave solutions of slower speed (see [13, 27, 59]). Moreover, the stability of traveling wave solutions of (1.8) connecting $\frac{a}{b}$ and 0 has also been studied (see [8], [47], [54], etc.). The above mentioned results for (1.8) have also been well extended to reaction diffusion equations of the form,

$$u_t = \Delta u + uf(t, x, u), \quad x \in \mathbb{R}^N,$$

(1.9)

where $f(t, x, u) < 0$ for $u \gg 1$, $\partial_u f(t, x, u) < 0$ for $u \geq 0$ (see [4, 5, 6, 7, 14, 15, 29, 30, 37, 40, 41, 48, 49, 59, 60, 70], etc.).

Similar to (1.8), traveling wave solutions connecting the constant equilibrium solutions $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$ are among most important solutions of (1.4). However, such solutions have been hardly studied. The objective of the current paper is to study the existence of traveling wave solutions connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$. A nonnegative solution $(u(x, t), v_1(x, t), v_2(x, t))$ of (1.4) is called a traveling wave solution connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$ and propagating in the direction $\xi \in \mathbb{S}^{N-1}$ with speed $c$ if it is of the form $(u(x, t), v_1(x, t), v_2(x, t)) = (U(x \cdot \xi - ct), V_1(x \cdot \xi - ct), V_2(x \cdot \xi - ct))$ with $\lim_{x \to -\infty}(U(z), V_1(z), V_2(z)) = (\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $\lim_{z \to \infty}(U(z), V_1(z), V_2(z)) = (0, 0, 0)$.

Observe that, if $(u(x, t), v_1(x, t), v_2(x, t)) = (U(x \cdot \xi - ct), V_1(x \cdot \xi - ct), V_2(x \cdot \xi - ct))$ $(x \in \mathbb{R}^N, \ t \geq 0)$ is a traveling wave solution of (1.4) connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$ and propagating in the direction $\xi \in \mathbb{S}^{N-1}$, then $(u, v_1, v_2) = (U(x - ct), V_1(x - ct), V_2(x - ct))$ $(x \in \mathbb{R})$ is a traveling wave solution of

$$\begin{aligned}
\partial_t u &= \partial_{xx} u + \partial_x(u(\partial_x(\chi_2 v_2 - \chi_1 v_1)) + u(a - bu), \quad x \in \mathbb{R}, \\
0 &= \partial_{xx} v_1 - \lambda_1 v_1 + \mu_1 u, \quad x \in \mathbb{R}, \\
0 &= \partial_{xx} v_2 - \lambda_2 v_2 + \mu_2 u, \quad x \in \mathbb{R},
\end{aligned}$$

(1.10)

connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$. Conversely, if $(u(x, t), v_1(x, t), v_2(x, t)) = (U(x - ct), V_1(x - ct), V_2(x - ct))$ $(x \in \mathbb{R}, \ t \geq 0)$ is a traveling wave solution of (1.10) connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$, then $(u(x, t), v_1(x, t), v_2(x, t)) = (U(x \cdot \xi - ct), V_1(x \cdot \xi - ct), V_2(x \cdot \xi - ct))$ $(x \in \mathbb{R}^N)$ is a traveling wave solution of (1.4) connecting $(\frac{a}{b}, \frac{\alpha_1}{\lambda_1}, \frac{\alpha_2}{\lambda_2})$ and $(0, 0, 0)$ and propagating in the direction $\xi \in \mathbb{S}^{N-1}$.
the following, we will then study the existence of traveling wave solutions of (1.10) connecting \((\frac{a}{b}, \frac{\mu b}{b_1}, \frac{\mu b}{b_2})\) and \((0, 0, 0)\).

Observe also that \((u(x, t), v_1(x, t), v_2(x, t)) = (U(x - ct), V_1(x - ct), V_2(x - ct))\) is a traveling wave solution of (1.10) connecting \((\frac{a}{b}, \frac{\mu b}{b_1}, \frac{\mu b}{b_2})\) and \((0, 0, 0)\) with speed \(c\) if and only if \((u(x), v_1(x), v_2(x)) = (U(x), V_1(x), V_2(x))\) is a stationary solution of the following parabolic-elliptic-elliptic chemotaxis system,

\[
\begin{aligned}
\partial_t u &= \partial_{xx} u + c \partial_x u + \partial_x (u \partial_x (\chi_2 v_2 - \chi_1 v_1)) + u(a - bu), \quad x \in \mathbb{R}, \\
0 &= \partial_{xx} v_1 - \lambda_1 v_1 + \mu_1 u, \quad x \in \mathbb{R}, \\
0 &= \partial_{xx} v_2 - \lambda_2 v_2 + \mu_2 u, \quad x \in \mathbb{R},
\end{aligned}
\]

connecting \((\frac{a}{b}, \frac{\mu b}{b_1}, \frac{\mu b}{b_2})\) and \((0, 0, 0)\). In this paper, to study the existence of traveling wave solutions of (1.10), we study the existence of constant \(c^*\) so that (1.11) has a stationary solution \((U(x), V_1(x), V_2(x))\) satisfying \((U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{a}{b}, \frac{\mu b}{b_1}, \frac{\mu b}{b_2})\) and \((U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)\).

Throughout this paper we shall always suppose that

\[
b + \chi_2 \mu_2 > \chi_1 \mu_1 + M,
\]

where \(M\) is as in (1.6). We prove the following theorems on the existence and nonexistence of traveling wave solutions of (1.11).

**Theorem A.** If \(b + \chi_2 \mu_2 > \chi_1 \mu_1 + K\), then there exists a positive number \(c^*(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) > 0\) such that for every \(c \in (c^*(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2), \infty)\), (1.10) has a traveling wave solution \((u(x, t), v_1(x, t), v_2(x, t)) = (U(x - ct), V_1(x - ct), V_2(x - ct))\) connecting the constant solutions \((\frac{a}{b}, \frac{\mu b}{b_1}, \frac{\mu b}{b_2})\) and \((0, 0, 0)\) with speed \(c\). Moreover, the wave profile \((U(z), V_1(z), V_2(z))\) is \(C^2\)-class and the following hold,

\[
\lim_{(\chi_1, \chi_2) \to (0^+, 0^+)} c^*(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = \begin{cases} 
2\sqrt{a} & \text{if } a \leq \min\{\lambda_1, \lambda_2\} \\
\frac{a + \lambda_1}{\sqrt{\lambda_1}} & \text{if } \lambda_1 \leq \min\{a, \lambda_2\} \\
\frac{a + \lambda_2}{\sqrt{\lambda_2}} & \text{if } \lambda_2 \leq \min\{a, \lambda_1\}
\end{cases}
\]

for every \(\forall \lambda_1, \lambda_2, \mu_1, \mu_2 > 0\), and

\[
\lim_{x \to \infty} \frac{U(x)}{e^{-\sqrt{a}\mu x}} = 1,
\]

where \(\mu\) is the only solution of the equation \(\sqrt{a}(\mu + \frac{1}{\mu}) = c\) in the open interval \((0, \min\{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\})\).

We will prove Theorem A by first constructing proper sub-solutions and supersolutions of a collection of parabolic equations, a non-empty bounded and convex subset \(\mathcal{E}_\mu\) of \(C^b_{\text{unif}}(\mathbb{R})\), and a mapping from \(\mathcal{E}_\mu\) into itself, and then showing that the mapping has a fixed point, which gives rise to a traveling wave solution of (1.10) satisfying (1.14).

**Remark B.** Suppose that \(\lambda_1 = \lambda_2 = \lambda > 0\). Then,

1. For every \(a > 0, b > 0, \mu_1 > 0, \mu_2 > 0\), and \(\chi_1 \geq 0, \chi_2 \geq 0\), if \(\chi_1 \mu_1 = \chi_2 \mu_2\), then \(c^*(\chi_1, \mu_1, \lambda, \chi_2, \mu_2, \lambda) = \begin{cases} 
2\sqrt{a} & \text{if } a \leq \lambda \\
\frac{a + \lambda}{\sqrt{\lambda}} & \text{if } a \geq \lambda
\end{cases}\).
Remark D.\

(i) It follows from Theorem A that for $a \leq \min\{\lambda_1, \lambda_2\}$, if either $(\chi_1, \chi_2) \to (0^+, 0^+)$ or $(\chi_1 - \chi_2, \mu_1 - \mu_2, \lambda_1 - \lambda_2) \to (0, 0, 0)$, then $c^*(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2)$ converges to the minimal speed of (1.8).

(ii) When $\chi_2 = 0$ in Theorem A, we recover Theorem A in [45].

(iii) For given $\chi_i \geq 0$, $\lambda_i$, $\mu_i > 0$ $(i = 1, 2)$, let
\[
c_m^b(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = \inf \{c' | \forall c > c'\},
\]
(1.10) has a traveling wave solution connecting $(\frac{a}{b}, \frac{a\mu_1}{b\lambda_1}, \frac{a\mu_2}{b\lambda_2})$ and $(0, 0, 0)$ with speed $c$.

By Theorems A and C, we have
\[
2\sqrt{a} \leq c_m^b(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2).
\]
It remains open whether (1.10) has no traveling wave solutions connecting $(\frac{a}{b}, \frac{a\mu_1}{b\lambda_1}, \frac{a\mu_2}{b\lambda_2})$ and $(0, 0, 0)$ with speed $c < c_m^b(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2)$ and whether $c_m^b(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = 2\sqrt{a}$. This question is about whether (1.10) has a minimal wave speed and whether the chemotaxis increases the minimal wave speed of the existence of traveling wave solutions. It is of great theoretical and biological interests to investigate this question.

(iv) It is worth to mention that our results in this paper apply to the following parabolic-elliptic-elliptic attraction-repulsion chemotaxis system,
\[
\begin{aligned}
\partial_t u &= \partial_x u + \partial_x (u \partial_x (\chi_2 v_2 - \chi_1 v_1)) + u(a - bu), \quad x \in \mathbb{R}, \\
0 &= d_1 \partial_x v_1 - \lambda_1 v_1 + \mu_1 u, \quad x \in \mathbb{R}, \\
0 &= d_2 \partial_x v_2 - \lambda_2 v_2 + \mu_2 u, \quad x \in \mathbb{R},
\end{aligned}
\]
(1.15)
where $\chi_i, d_i, \lambda_i, \mu_i, i = 1, 2, a$, and $b$ are positive constants. Note that (1.10) is a particular case of (1.15) with $d_1 = d_2 = 1$. Considering (1.15), setting $\lambda_i = \frac{\lambda_i}{\mu_i}$ and $\mu_i = \frac{\mu_i}{\mu_i}$, $i = 1, 2$, and then dropping the tilde, (1.15) is reduced to (1.10). Hence Theorems A and C can be applied.

(v) It is also worth to mention that the methods developed in this paper can also be applied to (1.4) with the linear chemotaxis sensitivity functions $\chi_1 u$ and $\chi_2 u$ being replaced by certain nonlinear chemotaxis sensitivity functions, say, being replaced by $\chi_1(u)$ and $\chi_2(u)$, respectively, where $\chi_1(u)$ and $\chi_2(u)$ are $C^1$ and $\chi_1(u)$ and $\chi_2(u)$ are bounded.

It should be pointed out that there are many studies on traveling wave solutions of several other types of chemotaxis models, see, for example, [1, 2, 17, 22, 28, 35, 38, 58, 45, 44], etc. In particular, the reader is referred to the review paper.
It is of great biological and mathematical interest to include the space and/or time dependence on the chemical sensitivity coefficients, \( \chi_i(x, t, a) \), \( i = 1, 2 \), as well as on the logistic source function \( f(x, t, u) = u(a(x, t) + b(x, t)) \). We believe that new techniques need to be developed in studying the dynamics in (1.4) with space and time dependence in both the chemotaxis sensitivity coefficients and the logistic source function. We plan to work on these questions in our future works. For related works, we refer the reader to the recent work [42], where we studied the dynamics of (1.4) with space and time dependent logistic source and \( \chi_2 = 0 \).

The rest of this paper is organized as follows. Section 2 is to establish the tools that will be needed to prove Theorem A. It is here that we define the two special functions, which are sub-solution and super-solution of a collection of parabolic equations, and a non-empty bounded and convex subset \( E_\mu \) of \( C^0_{\text{unif}}(\mathbb{R}) \). In section 3, we study the existence and nonexistence of traveling wave solutions and prove Theorems A and C.

### 2. Super- and sub-solutions

In this section, we will construct super- and sub-solutions of some related equations of (1.11) and a non-empty bounded and convex subset \( E_\mu \) of \( C^0_{\text{unif}}(\mathbb{R}) \), which will be used to prove the existence of traveling wave solutions of (1.10) in next section. Throughout this section we suppose that \( a > 0 \) and \( b > 0 \) are given positive real numbers.

For given \( 0 < \nu < 1 \), let

\[
C^\nu_{\text{unif}}(\mathbb{R}) = \{ u \in C^0_{\text{unif}}(\mathbb{R}) \mid \sup_{x, y \in \mathbb{R}, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\nu}} < \infty \}
\]

equipped with the norm \( \|u\|_{C^\nu_{\text{unif}}(\mathbb{R})} = \sup_{x \in \mathbb{R}} |u(x)| + \sup_{x, y \in \mathbb{R}, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\nu}} \).

For \( 0 < \mu < \min\left\{ 1, \sqrt{\frac{\lambda_1}{\nu}}, \sqrt{\frac{\lambda_2}{\nu}} \right\} \), define

\[
c_\mu = \sqrt{a}(\mu + \frac{1}{\mu}) \quad \text{and} \quad \varphi_\mu(x) = e^{-\sqrt{a}ux}, \quad \forall \ x \in \mathbb{R}.
\]

Note that for every fixed \( 0 < \mu < \min\left\{ 1, \sqrt{\frac{\lambda_1}{\nu}}, \sqrt{\frac{\lambda_2}{\nu}} \right\} \), we have that \( 1 - \mu^2 > 0; \ a\mu^2 - \lambda_i > 0 \) \((i = 1, 2)\); the function \( \varphi_\mu \) is decreasing, infinitely many differentiable, and satisfies

\[
\varphi''_\mu(x) + c_\mu \varphi'_\mu(x) + a \varphi_\mu(x) = 0, \quad \forall \ x \in \mathbb{R},
\]

and

\[
\frac{\mu_i}{a\mu^2 - \lambda_i} \varphi''_\mu(x) - \frac{\mu_i}{a\mu^2 - \lambda_i} (\lambda_i \varphi_\mu)(x) = \mu_i \varphi_\mu(x), \quad (i = 1, 2).
\]

For every \( 0 < \mu < \min\left\{ 1, \sqrt{\frac{\lambda_1}{\nu}}, \sqrt{\frac{\lambda_2}{\nu}} \right\} \), define

\[
U_\mu^+(x) = \min\left\{ \frac{a}{b + \chi_2\mu^2 - \chi_1\mu - M}, \varphi_\mu(x) \right\}
\]

\[
= \begin{cases} 
\frac{a}{b + \chi_2\mu^2 - \chi_1\mu - M} & \text{if } x \leq -\frac{\ln(b + \chi_2\mu^2 - \chi_1\mu - M)}{\mu} \\
\frac{a}{\sqrt{\lambda_1} - \sqrt{\lambda_2}} e^{-\sqrt{\lambda_2}ux} & \text{if } x \geq -\frac{\ln(b + \chi_2\mu^2 - \chi_1\mu - M)}{\mu}.
\end{cases}
\]

Since \( \varphi_\mu \) is decreasing, then the function \( U_\mu^+ \) is non-increasing. Furthermore, the function \( U_\mu^+ \) belongs to \( C^\nu_{\text{unif}}(\mathbb{R}) \) for every \( 0 \leq \nu < 1, 0 < \mu < \min\left\{ 1, \sqrt{\frac{\lambda_1}{\nu}}, \sqrt{\frac{\lambda_2}{\nu}} \right\} \).
Let $0 < \mu < \min\{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\}$ be fixed. Next, let $\mu < \tilde{\mu} < \min\{1, 2\mu, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\}$ and $d > 1$ be such that

$$
\varphi_\mu(x) - d\varphi_{\tilde{\mu}}(x) \leq \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M} \quad \forall x \in \mathbb{R}.
$$

(2.5)

The function $\varphi_\mu - d\varphi_{\tilde{\mu}}$ achieves its maximum value at $\tilde{\mu} := \frac{\ln(d\tilde{\mu}) - \ln(\mu)}{(\tilde{\mu} - \mu)\sqrt{a}}$ and takes the value zero at $\tilde{\mu}, d := \frac{\ln(d\tilde{\mu})}{(\tilde{\mu} - \mu)\sqrt{a}}$. Hence, it follows from (2.4) that it is enough to have $\tilde{\mu}, d := \frac{1}{\mu} \ln(b + \chi_2 \mu_2 - \chi_1 \mu_1 - M)$ to guarantee that (2.5) holds. Thus we shall always suppose that

$$
d \geq d_0 := \max\{1, e^{-\frac{i\tilde{\mu} - \tilde{\mu}}{\tilde{\mu}} \ln(\frac{\sqrt{\lambda_1}}{\sqrt{\lambda_2}})}\}.
$$

(2.6)

Define

$$
U^-_\mu(x) := \max\{0, \varphi_\mu(x) - d\varphi_{\tilde{\mu}}(x)\} = \begin{cases} 0 & \text{if } x \leq \tilde{\mu}, \tilde{\mu}, d \\ \varphi_\mu(x) - d\varphi_{\tilde{\mu}}(x) & \text{if } x \geq \tilde{\mu}, \tilde{\mu}, d. \end{cases}
$$

(2.7)

It is then clear that

$$
0 \leq U^-_\mu(x) \leq U^+_\mu(x) \leq \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M},
$$

for every $x \in \mathbb{R}$, and $U^-_\mu \in C^{\nu}_{\text{unif}}(\mathbb{R})$ for every $0 \leq \nu < 1$. Finally, let the set $E_\mu$ be defined by

$$
E_\mu = \{u \in C^{\nu}_{\text{unif}}(\mathbb{R}) | U^-_\mu \leq u \leq U^+_\mu\}.
$$

(2.8)

It should be noted that $U^-_\mu$ and $E_\mu$ all depend on $\tilde{\mu}$ and $d$. Later on, we shall provide more information on how to choose $d$ and $\tilde{\mu}$ whenever $\mu$ is given.

For clarity, we introduce the following quantities, which will also be useful in the statement of our main results in this section as well for the subsequent sections,

$$
\tilde{K} = \min\left\{\frac{\lambda_1 \mu_1 - \chi_2 \mu_2}{\sqrt{\lambda_2}}, \frac{\lambda_1 \mu_1}{\sqrt{\lambda_1 \lambda_2}}, \frac{\chi_1 \mu_1 - \chi_2 \mu_2}{\sqrt{\lambda_1}}, \frac{\lambda_2 \mu_2}{\sqrt{\lambda_1 \lambda_2}}\right\},
$$

(2.9)

$$
\tilde{M} = \min\left\{\frac{(\chi_2 \lambda_2 \mu_2 - \chi_1 \lambda_1 \mu_1)\lambda_1}{\lambda_2}, \frac{\chi_1 \mu_1 (\lambda_1 - \lambda_2)}{\lambda_1} + (\chi_2 \lambda_2 \mu_2 - \chi_1 \lambda_1 \mu_1)\lambda_1, \frac{\chi_2 \lambda_2 \mu_2 (\lambda_1 - \lambda_2)}{\lambda_1} + (\chi_2 \lambda_2 \mu_2 - \chi_1 \lambda_1 \mu_1)\lambda_1\right\},
$$

(2.10)

$$
T_\mu = \min\left\{\frac{\lambda_1 \mu_1 \lambda_1 (\lambda_1 - \lambda_2)_{+}}{(\lambda_2 - a \mu^2)(\lambda_1 - a \mu^2)} + \frac{(\chi_2 \lambda_2 \mu_2 - \chi_1 \mu_1 \lambda_1)\lambda_1}{\lambda_2}, \frac{\chi_2 \lambda_2 \mu_2 (\lambda_1 - \lambda_2)_{+}}{(\lambda_2 - a \mu^2)(\lambda_1 - a \mu^2)} + \frac{(\chi_2 \lambda_2 \mu_2 - \chi_1 \mu_1 \lambda_1)\lambda_1}{\lambda_2}\right\},
$$

(2.11)

$$
L_\mu = \min\left\{\frac{\lambda_1 \mu_1 \lambda_1 (\lambda_1 - \lambda_2)_{-}}{(\lambda_2 - a \mu^2)(\lambda_1 - a \mu^2)} + \frac{(\chi_2 \lambda_2 \mu_2 - \chi_1 \mu_1 \lambda_1)_{-}}{\lambda_2}, \frac{\chi_2 \lambda_2 \mu_2 (\lambda_1 - \lambda_2)_{-}}{(\lambda_2 - a \mu^2)(\lambda_1 - a \mu^2)} + \frac{(\chi_2 \lambda_2 \mu_2 - \chi_1 \mu_1 \lambda_1)_{-}}{\lambda_2}\right\},
$$

(2.12)
Assume (H). Then the following hold.

\[ K_\mu = \min \left\{ \frac{\chi_2 \mu_2 - \chi_1 \mu_1}{\sqrt{\lambda_2 - a \mu_2^2}} \sqrt{\lambda_2 - a \mu_2^2}, \frac{\chi_1 \mu_1}{\sqrt{\lambda_1 - a \mu_1^2}} \sqrt{\lambda_1 - a \mu_1^2} \right\} + \mu \sqrt{a} \chi_1 \mu_1 | \lambda_1 - \lambda_2| (\lambda_1 - a \mu_1^2)^{-1} \left( \chi_2 \mu_2 - \chi_1 \mu_1 \right) \right\} \]

\[ + \frac{\mu \sqrt{a} \chi_2 \mu_2 | \lambda_2 - \lambda_1|}{(\lambda_2 - a \mu_2^2)(\lambda_1 - a \mu_1^2)} \left( \chi_2 \mu_2 - \chi_1 \mu_1 \right) \right\} \]

\[ + \mu \sqrt{a} \chi_2 \mu_2 | \lambda_2 - \lambda_1| (\lambda_2 - a \mu_2^2)(\lambda_1 - a \mu_1^2) \right\} \right\}. \tag{2.13} \]

Observe that \( M < T_\mu \). Hence \( b + \chi_2 \mu_2 - \chi_1 \mu_1 \geq T_\mu \) implies that (1.12) holds. Furthermore, we have

\[ K = M + \tilde{M}, \quad \lim_{\mu \to 0^+} T_\mu = M, \quad \lim_{\mu \to 0^+} K_\mu = \tilde{K}, \text{ and } \lim_{\mu \to 0^+} \mu K_\mu = 0. \tag{2.14} \]

For every \( u \in C^b_{unif}(\mathbb{R}) \), consider

\[ U_t = U_{xx} + (c_{\mu} + \partial_x (\chi_2 V_2 - \chi_1 V_1))(u)U_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1))(u) \] - \( (b + \chi_2 \mu_2 - \chi_1 \mu_1)U \), \tag{2.15} \]

where

\[ V_i(x; u) = \mu_1 \int_0^\infty \int_{\mathbb{R}} \frac{e^{\frac{-\lambda_i s}{4 \pi s}} e^{-\frac{s^2}{4 \pi s}} u(z) dz ds, \quad i = 1, 2. \tag{2.16} \]

It is well known that the function \( V_1(x; u) \) (resp. \( V_2(x; u) \)) is the solution of the second equation (resp. the third equation) of (1.10) in \( C^b_{unif}(\mathbb{R}) \) with given \( u \in C^b_{unif}(\mathbb{R}) \).

For given open intervals \( D \subset \mathbb{R} \) and \( I \subset \mathbb{R} \), a function \( U(\cdot, \cdot) \in C^{2,1}(D \times I, \mathbb{R}) \) is called a super-solution or sub-solution of (2.15) on \( D \times I \) if for every \( x \in D \) and \( t \in I \),

\[ U_t \geq U_{xx} + (c_{\mu} + (\chi_2 V_2' - \chi_1 V_1')(x; u))U_x \]

or for every \( x \in D \) and \( t \in I \),

\[ U_t \leq U_{xx} + (c_{\mu} + (\chi_2 V_2' - \chi_1 V_1')(x; u))U_x \]

Next, we state the main result of this section. For convenience, we introduce the following standing assumption.

(H) \( 0 < \mu < \min \{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}} \} \), \( M + \tilde{M} + \chi_1 \mu_1 < b + \chi_2 \mu_2 \), and

\[ \mu \sqrt{a} K_\mu + T_\mu \leq (b + \chi_2 \mu_2 - \chi_1 \mu_1). \tag{2.17} \]

where \( M, \tilde{M}, K_\mu \) and \( T_\mu \) are given by (1.6), (2.10), (2.13) and (2.11), respectively.

Theorem 2.1. Assume (H). Then the following hold.

(1) For every \( u \in \mathcal{E}_\mu \), we have that \( U(x, t) = \varphi(\frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1}) \) is super-solutions of (2.15) on \( \mathbb{R} \times \mathbb{R} \) where \( M \) is given by (1.6).

(2) For every \( u \in \mathcal{E}_\mu \), \( U(x, t) = \varphi(\mu) \) is a super-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \).

(3) There is \( d_1 = d_1(\chi_1, \mu_1, \lambda_1, \mu_2, \lambda_2, \mu_\tilde{\mu}) > 1 \) such that for every \( u \in \mathcal{E}_\mu \), we have that \( U(x, t) = U_{\tilde{\mu}}(x) \) is a sub-solution of (2.15) on \( (a_{\mu, \tilde{\mu}, \tilde{d}}, \infty) \times \mathbb{R} \)

for all \( d \geq d_1 \) and \( \mu < \tilde{\mu} < \min \{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}} \} \), and \( K_\mu(\tilde{\mu} - \mu) \leq T_\mu + L_\mu \),

where \( L_\mu, L_\mu, \) and \( K_\mu \) are given by (2.11), (2.12) and (2.13), respectively.
For every \( u \in E_\mu \), \( U(x_t) = U_\mu^-(x_\delta) \) is a sub-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \) for \( 0 < \delta \ll 1 \), where \( x_\delta = \xi_\mu, \hat{\mu}, x + \delta \).

To prove Theorem 2.1, we first establish some estimates on \( (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(\cdot; u) \) and \( \partial_u (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(\cdot; u) \) for every \( u \in E_\mu \).

It follows from (2.16), that

\[
\|V_i(\cdot; u)\|_\infty \leq \frac{\mu_i}{\lambda_i} \|u\|_\infty \quad \text{and} \quad \|\partial_u V_i(\cdot; u)\|_\infty \leq \frac{\mu_i}{\sqrt{\lambda_i}} \|u\|_\infty, \quad \forall \ u \in C_{unif}^0(\mathbb{R}), \ i \in \{1, 2\}.
\]

Furthermore, let

\[
C_{unif}^{2, b}(\mathbb{R}) = \{ u \in C_{unif}^b(\mathbb{R}) \mid u' (\cdot), u'' (\cdot) \in C_{unif}^0(\mathbb{R}) \}. \tag{2.18}
\]

The next lemma provides a uniform lower/upper bounds and a pointwise lower/upper bounds for \( \chi_2 \lambda_2 V_2 (\cdot; u) - \chi_1 \lambda_1 V_1 (\cdot; u) \) whenever \( u \in E_\mu \).

**Lemma 2.2.** For every \( 0 < \mu < \min\{1, \sqrt{\frac{\lambda_1}{\sigma}}, \sqrt{\frac{\lambda_2}{\kappa}}\} \) and \( u \in E_\mu \), let \( V_i(\cdot; u) \) be defined as in (2.16), then for every \( x \in \mathbb{R} \), there holds

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; u)
\leq \min \left\{ (\chi_2 \mu \lambda_2 - \chi_1 \mu \lambda_1)_+ \min \left\{ \frac{C_0}{\lambda_2}, \frac{\varphi_\mu(x)}{\lambda_2 - a \mu^2} \right\}, \min \left\{ \frac{C_0}{\lambda_1}, \frac{\varphi_\mu(x)}{\lambda_1 - a \mu^2} \right\} \right\} \tag{2.19}
\]

and

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; u)
\geq \max \left\{ - (\chi_2 \mu \lambda_2 - \chi_1 \mu \lambda_1)_- \min \left\{ \frac{C_0}{\lambda_2}, \frac{\varphi_\mu(x)}{\lambda_2 - a \mu^2} \right\}, \min \left\{ \frac{C_0}{\lambda_1}, \frac{\varphi_\mu(x)}{\lambda_1 - a \mu^2} \right\} \right\} \tag{2.20}
\]

where \( C_0 := \frac{1}{\pi + \chi_2 \mu \lambda_2 - \chi_1 \mu \lambda_1 - M} \) and \( M \) is given by (1.6).

**Proof.** Observe that for every \( \tau \in \{+, -\}, i \in \{1, 2\} \), and \( x \in \mathbb{R} \), we have

\[
\int_0^{\infty} \int_{\mathbb{R}} e^{-\lambda_1 s} e^{-\frac{|x-z|^2}{4\pi s}} dz ds = \frac{1}{\lambda_1}, \quad \int_0^{\infty} \int_{\mathbb{R}} e^{-\lambda_i s} e^{-\frac{|x-z|^2}{4\pi s}} \varphi_\mu(z) dz ds = \frac{\varphi_\mu(x)}{\lambda_i - a \mu^2},
\]

\[
\int_0^{\infty} \int_{\mathbb{R}} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) e^{-\frac{|x-z|^2}{4\pi s}} dz ds = \frac{(\lambda_1 - \lambda_2)}{\lambda_1 \lambda_2},
\]
and

\[ \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s} \varphi_\mu(z) dz ds = \frac{(\lambda_1 - \lambda_2)_+}{(\lambda - a/\mu^2)(\lambda_2 - a/\mu^2)} \varphi_\mu(x). \]

Let us set \( C_0 = \frac{a}{\tau_1 \lambda_2 - \lambda_1 \mu_1 - \mu_2}. \) Hence, since \( 0 \leq u \leq \min \{ C_0, \varphi_\mu \}, \) we obtain

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; u) \\
= (\chi_2 \lambda_2 - \chi_1 \lambda_1 \lambda_1) \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds \\
+ \chi_1 \lambda_1 \lambda_1 \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds ,
\]

(2.21)

Similarly, we have

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; u) \\
\geq (\chi_2 \lambda_2 - \chi_1 \lambda_1 \lambda_1) \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds \\
- \chi_1 \lambda_1 \lambda_1 \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds ,
\]

(2.22)

On the other hand, we have

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; u) \\
\geq - (\chi_2 \lambda_2 - \chi_1 \lambda_1 \lambda_1) \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds \\
- \chi_1 \lambda_1 \lambda_1 \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z) dz ds ,
\]

(2.23)

and

\[
(\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x; t; u) \\
\geq - \chi_2 \lambda_2 \int_0^\infty \int_\mathbb{R} (e^{-\lambda_2 s} - e^{-\lambda_1 s}) \frac{e^{-|x-z|^2}}{4\pi s^2} u(z, t) dz ds
\]
\[- (\chi_2 \mu_2 \lambda_2 - \chi_1 \mu_1 \lambda_1) - \int_0^\infty \int_\mathbb{R} e^{-\lambda_1 s} e^{-\frac{|x-z|^2}{4s}} u(z, t) dz ds, \]

\[\geq - (\chi_2 \mu_2 - \chi_1 \lambda_1 \mu_1) \min \left\{ \frac{C_0}{\lambda_1}, \frac{\varphi_\mu(x)}{\lambda_1 - a \mu^2} \right\} \]

\[- \chi_2 \mu_2 \lambda_2 \min \left\{ \frac{C_0 (\lambda_1 - \lambda_2)}{\lambda_1 \lambda_2}, \frac{\varphi_\mu(x)(\lambda_1 - \lambda_2)}{(\lambda_1 - a \mu^2)(\lambda_2 - a \mu^2)} \right\}. \quad (2.24)\]

The lemma thus follows. \qed

**Remark 2.3.** Let \(0 < \mu < \min \{1, \sqrt{\frac{\lambda_2}{a}}, \sqrt{\frac{\lambda_1}{a}}\}\) and \(u \in \mathcal{E}_\mu\) be given.

1. It follows from Lemma 2.2 that

\[(\chi_2 \mu_2 V_2 - \chi_1 \lambda_1 V_1)(x; u) \leq \min \{MC_0, L_\mu \varphi_\mu(x)\},\]

where \(M\) is given by (1.6), \(C_0 = \frac{a}{\sqrt{\tau_2 \lambda_2^2 - \chi_1 \mu_1}}\), and \(L_\mu\) is given by (2.11).

2. It follows from Lemma 2.2 that

\[(\chi_2 \mu_2 V_2 - \chi_1 \lambda_1 V_1)(x; u) \geq - \min \{C_0 M, L_\mu \varphi_\mu(x)\},\]

where \(C_0 = \frac{a}{\sqrt{\tau_2 \lambda_2^2 - \chi_1 \mu_1}}\), \(M\) is given by (1.6), \(M\) is given by (2.10), and \(L_\mu\) is given by (2.12).

Next, we present a pointwise and uniform estimate for \(|\partial_x (\chi_2 V_2 - \chi_1 V_1)(x; u)|\) whenever \(u \in \mathcal{E}_\mu\).

**Lemma 2.4.** Let \(0 < \mu < \min \{1, \sqrt{\frac{\lambda_2}{a}}, \sqrt{\frac{\lambda_1}{a}}\}\) be fixed. Let \(u \in C^{2,b}_{\text{unit}}(\mathbb{R})\) and \(V_1(\cdot; u) \in C^{2,b}_{\text{unit}}(\mathbb{R})\) (resp. \(V_2(\cdot; u) \in C^{2,b}_{\text{unit}}(\mathbb{R})\)) be the corresponding function satisfying the second equation (resp. third equation) of (1.10). Then, for every \(i, j \in \{1, 2\}, x \in \mathbb{R}\), and every \(u \in \mathcal{E}_\mu\), we have

\[|\partial_x (\chi_1 V_i - \chi_j V_j)(x; u)| \leq |\chi_i \mu_i - \chi_j \mu_j| \min \left\{ \frac{C_0}{\sqrt{\lambda_i}}, \frac{1}{\sqrt{\lambda_i - a \mu^2}} + \frac{\mu \sqrt{a}}{\lambda_i - a \mu^2} \right\} \varphi_\mu(x) \]

\[+ \chi_j \mu_j \min \left\{ \frac{C_0 \sqrt{\lambda_i - \lambda_j}}{\sqrt{\lambda_i \lambda_j}}, \frac{1}{\sqrt{\lambda_i - a \mu^2}} \right\} \varphi_\mu(x). \quad (2.25)\]

where \(C_0 := \frac{a}{\sqrt{\tau_2 \lambda_2^2 - \chi_1 \mu_1}}\) and \(M\) is given by (1.6)

**Proof.** For every \(k \in \{1, 2\}\), note that

\[\partial_x (\chi_k V_k)(x; u) = \frac{\chi_k \mu_k}{\sqrt{\pi}} \int_0^\infty e^{-\lambda_1 s} \left[ \int_\mathbb{R} e^{-\tau^2} u(x + 2\sqrt{s\tau}) d\tau \right] ds\]

Hence, for every \(i, j \in \{1, 2\}\), we have

\[\partial_x (\chi_i V_i - \chi_j V_j)(x; u) = \frac{\chi_i \mu_i - \chi_j \mu_j}{\sqrt{\pi}} \int_0^\infty e^{-\lambda_1 s} \left[ \int_\mathbb{R} e^{-\tau^2} u(x + 2\sqrt{s\tau}) d\tau \right] ds\]

\[+ \chi_j \mu_j \int_0^\infty \frac{e^{-\lambda_1 s} - e^{-\lambda_2 s}}{\sqrt{s}} \left[ \int_\mathbb{R} e^{-\tau^2} u(x + 2\sqrt{s\tau}) d\tau \right] ds. \quad (2.26)\]
Observe that for every \( u \in \mathcal{E}_\mu, x \in \mathbb{R} \) and \( s > 0 \), we have

\[
\int_{\mathbb{R}} |\tau|^s e^{-\tau^2} u(x + 2\tau \sqrt{s}) d\tau ds \leq \int_{\mathbb{R}} |\tau|^s e^{-\tau^2} \varphi_\mu(x + 2\tau \sqrt{s}) d\tau ds
\]

\[
= \left[ \int_{\mathbb{R}} |\tau|^s e^{-(\tau^2 + 2\tau \sqrt{s})} d\tau \right] \varphi_\mu(x)
\]

\[
\leq \left[ \int_{\mathbb{R}} (|\tau| + \mu \sqrt{s}) e^{-\tau^2} d\tau \right] e^{\mu^2 s \varphi_\mu(x)} = \left( 1 + \mu \sqrt{s} \right) e^{\mu^2 s \varphi_\mu(x)} (2.29)
\]

and

\[
\int_{\mathbb{R}} |\tau|^s e^{-\tau^2} u(x + 2\tau \sqrt{s}) d\tau ds \leq \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M} := C_0. \quad (2.28)
\]

It follows from \((2.26),(2.27)\) and \((2.28)\) that, for every \( u \in \mathcal{E}_\mu, x \in \mathbb{R}, s > 0 \) and \( i, j \in \{1, 2\}, \) we have

\[
\left| \partial_x (\chi_i V_i - \chi_j V_j)(x; u) \right| \leq \frac{\left| \chi_i \mu_i - \chi_j \mu_j \right|}{\sqrt{\pi}} \min \left\{ C_0 \int_0^\infty e^{-\chi_i \mu_i} ds, \varphi_\mu(x) \int_0^\infty e^{-\chi_j \mu_j} (1 + \mu \sqrt{s} \varphi_\mu(x)) ds \right\}
\]

\[
+ \frac{\chi_i \mu_i}{\sqrt{\pi}} \min \left\{ C_0 \int_0^\infty e^{-\chi_i \mu_i} ds, \varphi_\mu(x) \int_0^\infty e^{-\chi_j \mu_j} (1 + \mu \sqrt{s} \varphi_\mu(x)) ds \right\}
\]

\[
\varphi_\mu(x) \int_0^\infty \frac{e^{-(\lambda_i - \mu \sqrt{s}) s} - e^{-(\lambda_j - \mu \sqrt{s}) s}}{\sqrt{s}} (1 + \mu \sqrt{s} \varphi_\mu(x)) ds \right\}
\]

\[
= \left( \left| \frac{1}{\sqrt{\lambda_i - \mu \sqrt{s}}} - \frac{1}{\sqrt{\lambda_j - \mu \sqrt{s}}} \right| + \frac{\mu \sqrt{s}}{(\lambda_i - \mu \sqrt{s}) (\lambda_j - \mu \sqrt{s})} \right) \varphi_\mu(x) \right\} \quad (2.29)
\]

The lemma thus follows from \((2.29)\). \( \square \)

**Remark 2.5.** Let \( 0 < \mu < \min\{1, \sqrt{\lambda_1}, \sqrt{\lambda_2} \} \) and \( u \in \mathcal{E}_\mu \) be given.

1. It follows from Lemma 2.4 that

\[
\left| \partial_x (\chi_1 V_1 - \chi_2 V_2)(x; u) \right| \leq K_\mu \varphi_\mu(x), \quad (2.30)
\]

for every \( x \in \mathbb{R} \) and \( u \in \mathcal{E}_\mu \), where \( K_\mu \) is given by \((2.13)\).

2. It also follows from Lemma 2.4 that

\[
\left| \partial_x (\chi_1 V_1 - \chi_2 V_2)(x; u) \right| \leq \frac{\tilde{K} a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M}, \quad (2.31)
\]

for every \( x \in \mathbb{R} \) and \( u \in \mathcal{E}_\mu \), where \( \tilde{K} \) is given by \((2.9)\).

Based on Remarks 2.3 and 2.5, we can now present the proof of Theorem 2.1.
Proof of Theorem 2.1. For given \( u \in \mathcal{E}_\mu \) and \( U \in C^{2,1}(\mathbb{R} \times \mathbb{R}) \), let

\[
\mathcal{L}U = U_{xx} + (c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(::; u))U_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(::; u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)U)U.
\]

(1) First, let \( C_0 = \frac{a}{\chi_2 \mu_2 - \chi_1 \mu_1 - b} \). By Remark 2.3 (1), we have that

\[
\mathcal{L}(C_0) = (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(::; u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)C_0)C_0 \\
\leq \left(a + MC_0 - (b + \chi_2 \mu_2 - \chi_1 \mu_1)C_0\right)C_0 \\
= 0.
\]

Hence, we have that \( U(x, t) = C_0 \) is a super-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \).

(2) It follows from Lemmas 2.2 and 2.4 that

\[
\mathcal{L}(\varphi_\mu) \\
= \varphi_\mu''(x) + (c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(::, u))\varphi_\mu'(x) \\
+ (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(::, u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)\varphi_\mu)\varphi_\mu \\
= (a\mu_2 - \sqrt{a\mu_\mu}d\varphi_\mu + (c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(::, u))(-\mu\sqrt{a}\varphi_\mu + d\sqrt{a}\mu \varphi_\mu) \\
+ (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(::, u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)U_{\mu}^2)U_{\mu} \\
= 0 \\
\leq 0
\]

whenever (2.17) holds. Hence \( U(x, t) = \varphi_\mu(x) \) is also a super-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \).

(3) Let \( O = (a_\mu, b_\mu, d_\mu, \infty) \). Then for \( x \in O \), \( U_{\mu}(x) > 0 \). For \( x \in O \), it follows from Lemmas 2.2 and 2.4 that

\[
\mathcal{L}(U_{\mu}) \\
= a\mu_2 \varphi_\mu - a\mu d\varphi_\mu + (c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(::, u))(-\mu\sqrt{a}\varphi_\mu + d\sqrt{a}\mu \varphi_\mu) \\
+ (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(::, u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)U_{\mu}^2)U_{\mu} \\
= 0 \\
\leq 0
\]

whenever (2.17) holds. Hence \( U(x, t) = \varphi_\mu(x) \) is also a super-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \).

Note that \( U_{\mu}(x) > 0 \) is equivalent to \( \varphi_\mu(x) > d\varphi_\mu(x) \), which is again equivalent to

\[
d(b + \chi_2 \mu_2 - \chi_1 \mu_1)\varphi_\mu(x)\varphi_\mu(x) > d^2(b + \chi_2 \mu_2 - \chi_1 \mu_1)\varphi_\mu^2(x).
\]
Since $A_1 > 0$, thus for $x \in O$, we have
\[
\mathcal{L}U^-_{\tilde{\mu}}(x) \geq dA_0\varphi_{\tilde{\mu}}(x) - A_1\varphi^2_{\tilde{\mu}}(x) + d\left[ \frac{-\sqrt{a}K_\mu \tilde{\mu} + \mathcal{L}_\mu + b + \chi_2\mu_2 - \chi_1\mu_1}{A_2}\right]\varphi_{\tilde{\mu}}(x)\varphi_{\tilde{\mu}}(x)
\]
\[
= A_1\left[ dA_0 e^{\sqrt{a}(2\mu - \tilde{\mu})x} - 1 \right]\varphi^2_{\tilde{\mu}}(x) + dA_2\varphi_{\tilde{\mu}}(x)\varphi_{\tilde{\mu}}(x).
\]
Note also that, by (2.17),
\[
A_2 = \left( \frac{-\sqrt{a}K_\mu \mu - \mathcal{L}_\mu + b + \chi_2\mu_2 - \chi_1\mu_1}{\mathcal{L}_\mu - \sqrt{a}K_\mu (\tilde{\mu} - \mu)} \right) \geq \mathcal{L}_\mu + \mathcal{L}_\mu - \sqrt{a}K_\mu (\tilde{\mu} - \mu) \geq 0,
\]
whenever $\sqrt{a}K_\mu (\tilde{\mu} - \mu) \leq \mathcal{L}_\mu + \mathcal{L}_\mu$. Observe that
\[
A_0 = a(\tilde{\mu} - \mu)(1 - \mu \tilde{\mu}) > 0, \quad \forall 0 < \mu < \tilde{\mu} < 1.
\]
Furthermore, we have that $U^-_{\tilde{\mu}}(x) > 0$ implies that $x > 0$ for $d > 1$. Thus, for every $d \geq d_1 := \max\{1, \frac{A_1}{A_0}\}$, we have that
\[
\mathcal{L}U^-_{\tilde{\mu}}(x) > 0
\]
whenever $x \in O$, $\sqrt{a}K_\mu (\tilde{\mu} - \mu) \leq \mathcal{L}_\mu + \mathcal{L}_\mu$, and $\mu < \tilde{\mu} < \min\{1, 2\mu, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\}$.

Hence $U(x, t) = U^-_{\tilde{\mu}}(x)$ is a sub-solution of (2.15) on $(a_{\mu, \tilde{\mu}, d}, \infty) \times \mathbb{R}$.

(4) Observe that
\[
a - \frac{a\tilde{M}}{b + \chi_2\mu_2 - \chi_1\mu_1 - M} = \frac{a(b + \chi_2\mu_2 - \chi_1\mu_1 - M - \tilde{M})}{b + \chi_2\mu_2 - \chi_1\mu_1 - M} > 0.
\]

Hence, for $0 < \delta \ll 1$, we have that
\[
\mathcal{L}(U^-_{\tilde{\mu}}(x_\delta)) = (a + (\chi_2\lambda_2 V_2 - \chi_1\lambda_1 V_1)(x; u) - (b + \chi_2\mu_2 - \chi_1\mu_1)U^-_{\tilde{\mu}}(x_\delta))U^-_{\tilde{\mu}}(x_\delta)
\]
\[
\geq (a - \frac{a\tilde{M}}{b + \chi_2\mu_2 - \chi_1\mu_1 - M} - (b + \chi_2\mu_2 - \chi_1\mu_1)U^-_{\tilde{\mu}}(x_\delta))U^-_{\tilde{\mu}}(x_\delta)
\]
where $x_\delta = a_{\mu, \tilde{\mu}, d} + \delta$. This implies that $U(x, t) = U^-_{\tilde{\mu}}(x_\delta)$ is a sub-solution of (2.15) on $\mathbb{R} \times \mathbb{R}$.

3. Traveling wave solutions. In this section we study the existence and non-existence of traveling wave solutions of (1.10) connecting $(\frac{\partial u}{\partial x}, \frac{\partial v_1}{\partial x}, \frac{\partial v_2}{\partial x})$ and $(0, 0, 0)$, and prove Theorems A and C.

3.1. Proof of Theorem A. In this subsection, we prove Theorem A. To this end, we first prove the following important result.

**Theorem 3.1.** Assume (H). Then (1.10) has a traveling wave solution
\[
(u(x, t), v_1(x, t), v_2(x, t)) = (U(x - c_{\mu}t), V_1(x - c_{\mu}t), V_2(x - c_{\mu}t))
\]
satisfying
\[
\lim_{x \to -\infty} U(x) = \frac{a}{b} \quad \text{and} \quad \lim_{x \to \infty} e^{-\sqrt{\mathcal{M}}x} = 1
\]
where \( c_{\mu} = \sqrt{a(\mu + \frac{1}{\mu})} \).

In order to prove Theorem 3.1, we first prove some lemmas. These Lemmas extend some of the results established in [45], so some details might be omitted in their proofs. The reader is referred to the proofs of Lemmas 3.2, 3.3, 3.5 and 3.6 in [45] for more details.

In the remaining part of this subsection we shall suppose that (2.17) holds and \( \tilde{\mu} \) is fixed, where \( \tilde{\mu} \) satisfies

\[
\mu < \tilde{\mu} < \min\{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_1}{a}}2\mu\} \quad \text{and} \quad \sqrt{aK_\mu(\tilde{\mu} - \mu)} < I_\mu + L_\mu.
\]

Also, we choose \( d = \max\{d_1(\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2, \mu), d_0(\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2, \mu)\} \) to be fixed, where \( d_0(\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2, \mu) \) is given by (2.6) and the constant \( d_1(\chi_1, \mu_1, \lambda_1, \lambda_2, \mu_2, \mu) \) is given by Theorem 2.1. Fix \( u \in \mathcal{E}_\mu \). For given \( u_0 \in C^{\text{ub}}(\mathbb{R}) \), let \( U(x, t; u_0, u) \) be the solution of (2.15) with \( U(x, 0; u_0, u) = u_0(x) \).

By the arguments in the proofs of Theorem 1.1 and Theorem 1.5 in [46], we have \( U(x, t; U_\mu^+, u) \) exists for all \( t > 0 \) and \( U(\cdot, \cdot; U_\mu^+, u) \in C([0, \infty), C^{\text{ub}}(\mathbb{R})) \cap C^1((0, \infty), C^{\text{ub}}(\mathbb{R})) \cap C^2((0, \infty), C^{\text{ub}}(\mathbb{R})) \) satisfying

\[
U(\cdot, \cdot; U_\mu^+, u), U_x(\cdot, \cdot; U_\mu^+, u), U_{xx}(\cdot, t; U_\mu^+, u), U_t(\cdot, \cdot; U_\mu^+, u) \in C^0([0, \infty), C^{\text{ub}}(\mathbb{R}))
\]

for \( 0 < \theta, \nu \ll 1 \).

**Lemma 3.2.** Assume (H). Then for every \( u \in \mathcal{E}_\mu \), the following hold.

(i) \( 0 \leq U(\cdot, t; U_\mu^+, u) \leq U_\mu^+(\cdot) \) for every \( t \geq 0 \).

(ii) \( U(\cdot, t_2; U_\mu^+, u) \leq U(\cdot, t_1; U_\mu^+, u) \) for every \( 0 \leq t_1 \leq t_2 \).

**Proof.** (i) Note that \( 0 \leq U_\mu^+(\cdot) \leq \frac{a}{b + \chi_2\mu_2 - \chi_1\mu_1 - M} \). Then by comparison principle for parabolic equations and Theorem 2.1(1), we have

\[
0 \leq U(x, t; U_\mu^+, u) \leq \frac{a}{b + \chi_2\mu_2 - \chi_1\mu_1 - M} \quad \forall \ x \in \mathbb{R}, \ t \geq 0.
\]

Similarly, note that \( 0 \leq U_\mu^+(x) \leq \varphi_\mu(x) \). Then by comparison principle for parabolic equations and Theorem 2.1(2) again, we have

\[
U(x, t; U_\mu^+, u) \leq \varphi_\mu(x) \quad \forall \ x \in \mathbb{R}, \ t \geq 0.
\]

Thus \( U(\cdot, t; U_\mu^+, u) \leq U_\mu^+ \). This complete of (i).

(ii) For \( 0 \leq t_1 \leq t_2 \), since

\[
U(\cdot, t_2; U_\mu^+, u) = U(\cdot, t_1; U(\cdot, t_2 - t_1; U_\mu^+, u), u)
\]

and by (i), \( U(\cdot, t_2 - t_1; U_\mu^+, u) \leq U_\mu^+ \), (ii) follows from comparison principle for parabolic equations.

Let us define \( U(x; u) \) to be

\[
U(x; u) = \lim_{t \to \infty} U(x, t; U_\mu^+, u) = \inf_{t > 0} U(x, t; U_\mu^+, u).
\]

By the a priori estimates for parabolic equations, the limit in (3.2) is uniform in \( x \) in compact subsets of \( \mathbb{R} \) and \( U(\cdot; u) \in C^{\text{ub}}(\mathbb{R}) \). Next we prove that the function \( u \in \mathcal{E}_\mu \to U(\cdot; u) \in \mathcal{E}_\mu \).
Lemma 3.3. Assume (H). Then,

\[ U(x; u) \geq \begin{cases} U^{-}_\mu(x), & x \geq a_{\mu, \tilde{\mu}, d} \\ U^{-}_\mu(x_\delta), & x \leq x_\delta = a_{\mu, \tilde{\mu}, d} + \delta \end{cases} \tag{3.3} \]

for every \( u \in \mathcal{E}_\mu \), \( t \geq 0 \), and \( 0 < \delta \ll 1 \).

**Proof.** Let \( u \in \mathcal{E}_\mu \) be fixed. Let \( O = (a_{\mu, \tilde{\mu}, d}, \infty) \). Note that \( U^{-}_\mu(a_{\mu, \tilde{\mu}, d}) = 0 \). By Theorem 2.1(3), \( U^{-}_\mu(x) \) is a sub-solution of (2.15) on \( O \times (0, \infty) \). Note also that \( U^+_\mu(x) \geq U^{-}_\mu(x) \) for \( x \geq a_{\mu, \tilde{\mu}, d} \) and \( U(a_{\mu, \tilde{\mu}, d}, t; U^+_\mu, u) > 0 \) for all \( t \geq 0 \). Then by comparison principle for parabolic equations, we have that

\[ U(x, t; U^+_\mu, u) \geq U^{-}_\mu(x) \quad \forall x \geq a_{\mu, \tilde{\mu}, d}, \ t \geq 0. \]

Now for any \( 0 < \delta \ll 1 \), by Theorem 2.1(4), \( U(x, t) = U^{-}_\mu(x_\delta) \) is a sub-solution of (2.15) on \( \mathbb{R} \times \mathbb{R} \). Note that \( U^+_\mu(x) \geq U^{-}_\mu(x_\delta) \) for \( x \leq x_\delta \) and \( U(x_\delta, t; U^+_\mu, u) \geq U^{-}_\mu(x_\delta) \) for \( t \geq 0 \). Then by comparison principle for parabolic equations again,

\[ U(x, t; U^+_\mu, u) \geq U^{-}_\mu(x_\delta) \quad \forall x \leq x_\delta, \ t > 0. \]

The lemma then follows. \( \square \)

**Remark 3.4.** It follows from Lemmas 3.2 and 3.3 that if (2.17) holds, then

\[ U^{-}_{\mu, \delta}(\cdot) \leq U(\cdot; t; U^+_\mu, u) \leq U^+_\mu(\cdot) \]

for every \( u \in \mathcal{E}_\mu \), \( t \geq 0 \) and \( 0 \leq \delta \ll 1 \), where

\[ U^{-}_{\mu, \delta}(x) = \begin{cases} U^{-}_\mu(x), & x \geq a_{\mu, \tilde{\mu}, d} + \delta \\ U^{-}_\mu(x_\delta), & x \leq x_\delta = a_{\mu, \tilde{\mu}, d} + \delta. \end{cases} \]

This implies that

\[ U^{-}_{\mu, \delta}(\cdot) \leq U(\cdot; u) \leq U^+_\mu(\cdot) \]

for every \( u \in \mathcal{E}_\mu \). Hence \( u \in \mathcal{E}_\mu \mapsto U(\cdot; u) \in \mathcal{E}_\mu \).

Lemma 3.5. Assume (H). Then for every \( u \in \mathcal{E}_\mu \) the associated function \( U(\cdot; u) \) satisfied the elliptic equation,

\[ 0 = U_{xx} + (c_n + \partial_x(\chi_2 V_2 - \chi_1 V_1)(\cdot; u)) U_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(\cdot; u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1) U) U \tag{3.4} \]

**Proof.** The following arguments generalized the arguments used in the proof of Lemma 4.6 in [45]. Hence we refer to [45] for the proofs of the estimates stated below.

Let \( \{t_n\}_{n \geq 1} \) be an increasing sequence of positive real numbers converging to \( \infty \). For every \( n \geq 1 \), define \( \tilde{U}_n(x, t) = U(x, t + t_n; U^+_\mu, u) \) for every \( x \in \mathbb{R}, \ t \geq 0 \). For every \( n \), \( U_n \) solves the PDE

\[ \begin{cases} \partial_t U_n = \partial_{xx} U_n + (c_n + \partial_x(\chi_2 V_2 - \chi_1 V_1)(\cdot; u)) \partial_x U_n \\ + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1)(\cdot; u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1) U_n) U_n \\ U_n(\cdot, 0) = U(\cdot, t_n; U^+_\mu, u). \end{cases} \]

Let \( \{T(t)\}_{t \geq 0} \) be the analytic semigroup on \( C^b_{\text{unif}}(\mathbb{R}) \) generated by \( \Delta - I \) and let \( X^\beta = \text{Dom}((I - \Delta)^\beta) \) be the fractional power spaces of \( I - \Delta \) on \( C^b_{\text{unif}}(\mathbb{R}) \) (\( \beta \in [0, 1] \)).
The variation of constant formula and the fact that \( \partial_{x^2} V_1(\cdot; u) - \lambda_1 V = -\mu_1 u \) yield that

\[
U(\cdot, t; U^+_\mu, u) - T(t)U^+_\mu \\
= \int_0^t T(t-s)((c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(\cdot; u))U(\cdot, s; U^+_\mu, u)) (s) ds \\
+ \int_0^t T(t-s)(1 + a + (\chi_2^2 V_2 - \chi_1^2 V_1)(\cdot; u))U(\cdot, s; U^+_\mu, u) ds \\
- (b + \chi_2^2 - \chi_1^2) \int_0^t T(t-s)U^2(\cdot, s; U^+_\mu, u) ds
\]

(3.5)

Let \( 0 < \beta < \frac{1}{2} \) be fixed. There is a positive constant \( C_\beta \), (see [19]), such that

\[
\|I_1(t)\|_X \leq \frac{aC_\beta t^{-\beta} e^{-t}}{b + \chi_2^2 - \chi_1^2 - M}, \\
\|I_2(t)\|_X \leq \frac{aC_\beta}{b + \chi_2^2 - \chi_1^2 - M} (c_\mu + \frac{aK}{b + \chi_2^2 - \chi_1^2 - M}) \Gamma\left(\frac{1}{2} - \beta\right), \\
\|I_3(t)\|_X \leq \frac{aC_\beta ((1 + a)(b + \chi_2^2 - \chi_1^2 - M) + a(\chi_2^2 + \chi_1^2)) \Gamma(1 - \beta)}{(b + \chi_2^2 - \chi_1^2 - M)^2},
\]

and

\[
\|I_4(t)\|_X \leq \frac{a^2 C_\beta}{(b + \chi_2^2 - \chi_1^2 - M)^2} \Gamma(1 - \beta).
\]

Note that we have used Lemma 2.4, mainly the fact that \( |\partial_x(\chi_2 V_2 - \chi_1 V_1)(\cdot; u)| \leq \frac{aK}{b + \chi_2^2 - \chi_1^2 - M} \), to obtain the uniform upper bound estimates for \( ||I_2(t)||_X \). Therefore, for every \( T > 0 \) we have that

\[
\sup_{t \geq T} \|U(\cdot, t; U^+_\mu, u)\|_X \leq \frac{aC_\beta(1 + \Gamma(1 - \beta) + \Gamma\left(\frac{1}{2} - \beta\right))}{b + \chi_2^2 - \chi_1^2 - M} M_T < \infty,
\]

(3.6)

where

\[
M_T = \frac{T^{-\beta}}{e^T} + \left(c_\mu + \frac{(1 + a)(b + \chi_2^2) + a(\chi_2^2 + \chi_1^2))}{b + \chi_2^2 - \chi_1^2 - M}\right).
\]

(3.7)

Hence, it follows from (3.6) that

\[
\sup_{n \geq 1} \sup_{t \geq 0} \|U_n(\cdot, t)\|_X \leq \frac{aC_\beta(1 + \Gamma(1 - \beta) + \Gamma\left(\frac{1}{2} - \beta\right))}{b + \chi_2^2 - \chi_1^2 - M} M_{t_1} < \infty.
\]

(3.8)

Next, for every \( t, h \geq 0 \) and \( n \geq 1 \), we have that

\[
\|I_1(t + h + t_n) - I_1(t + t_n)\|_X \leq C_\beta h^\beta (t + t_n)^{-\beta} e^{-(t + t_n)} \|U^+_\mu\|_\infty \leq \frac{C_\beta h^\beta}{t_1 e^{t_1}} \|U^+_\mu\|_\infty
\]

(3.9)
\[ \| I_2(t + t_n + h) - I_2(t + t_n) \|_{X^\beta} \leq \frac{aC_\beta}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M} \left( c_\mu + \frac{a\tilde{K}}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M} \right) \left[ h^\beta \Gamma\left( \frac{1}{2} - \beta \right) + \frac{h^{1-\beta}}{1 - \beta} \right], \quad (3.10) \]

\[ \| I_3(t + h + t_n) - I_3(t + t_n) \|_{X^\beta} \leq \frac{aC_\beta((1 + \lambda) + b + \chi_2 \mu_2 - \chi_1 \mu_1 - M) + a(\chi_2 \mu_2 + \chi_1 \mu_1))}{(b + \chi_2 \mu_2 - \chi_1 \mu_1 - M)^2} \left[ h^\beta \Gamma(1 - \beta) + \frac{h^{1-\beta}}{1 - \beta} \right], \quad (3.11) \]

and

\[ \| I_4(t + t_n + h) - I_4(t + t_n) \|_{X^\beta} \leq \frac{a^2 C_\beta}{(b + \chi_2 \mu_2 - \chi_1 \mu_1 - M)^2} \left[ h^\beta \Gamma(1 - \beta) + \frac{h^{1-\beta}}{1 - \beta} \right]. \quad (3.12) \]

It follows from inequalities (3.8), (3.9), (3.11), (3.10) and (3.12), the functions \( U_n : [0, \infty) \to X^\beta \) are uniformly bounded and equicontinuous. Since \( X^\beta \) is continuously imbedded in \( C^\nu(\mathbb{R}) \) for every \( 0 \leq \nu < 2\beta \) (See [19]), therefore, the Arzela-Ascoli Theorem and Theorem 3.15 in [16], imply that there is a function \( \tilde{U}(\cdot, u) \in C^2(\mathbb{R} \times (0, \infty)) \) and a subsequence \( \{ U_{n'} \}_{n \geq 1} \) of \( \{ U_n \}_{n \geq 1} \) such that \( U_{n'} \to \tilde{U} \) in \( C^1_{loc}(\mathbb{R} \times (0, \infty)) \) as \( n \to \infty \) and \( \tilde{U}(\cdot, u) \) solves the PDE

\[
\begin{align*}
\partial_t \tilde{U} &= \partial_{xx} \tilde{U} + (c_\mu + \partial_x(\chi_2 V_2 - \chi_1 V_1)(\cdot, u)\partial_x \tilde{U} \\
&\quad + (a + \chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(\cdot, u) - (b + \chi_2 \mu_2 - \chi_1 \mu_1) \tilde{U}), \quad t > 0 \\
\tilde{U}(x, 0) &= \lim_{n \to \infty} U_n(x, t; u), \quad t > 0.
\end{align*}
\]

But \( U(x; u) = \lim_{n \to \infty} U(x, t; u^+_{n}, u) \) and \( t_{n'} \to \infty \) as \( n \to \infty \), hence \( \tilde{U}(x, t; u) = U(x; u) \) for every \( x \in \mathbb{R}, \quad t \geq 0 \). Hence \( U(\cdot, u) \) solves (3.4).

**Lemma 3.6.** Assume (H). Then, for any given \( u \in E_\mu \), (3.4) has a unique bounded non-negative solution satisfying that

\[ \liminf_{x \to -\infty} U(x) > 0 \quad \text{and} \quad \lim_{x \to \infty} \frac{U(x)}{e^{-\sqrt{a\mu}x}} = 1. \quad (3.13) \]

The proof of Lemma 3.6 follows from [45, Lemma 3.6].

We now prove Theorem 3.1.

**Proof of Theorem 3.1.** Following the proof of Theorem 3.1 in [45], let us consider the normed linear space \( E = C^b_{\text{unif}}(\mathbb{R}) \) endowed with the norm

\[ \| u \|_* = \sum_{n=1}^{\infty} \frac{1}{2^n} \| u \|_{L^\infty([-n, n])}. \]

For every \( u \in E_\mu \), we have that

\[ \| u \|_* \leq \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - M}. \]

Hence \( E_\mu \) is a bounded convex subset of \( E \). Furthermore, since the convergence in \( E \) implies the pointwise convergence, then \( E_\mu \) is a closed, bounded, and convex subset of \( E \). Furthermore, a sequence of functions in \( E_\mu \) converges with respect to norm \( \| u \|_* \) if and only if it converges locally uniformly on \( \mathbb{R} \).
We prove that the mapping \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) has a fixed point. We first note that by Lemma 3.5, for every \( u \in \mathcal{E}_\mu, U(\cdot, u) \in C^2(\mathbb{R}) \) and satisfies (3.4). Thus any fixed point of the map \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) is necessarily of class \( C^2 \). We divide the proof of the existence of a fixed point of the map \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) in three steps.

**Step 1.** In this step, we prove that the mapping \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) is compact.

Let \( \{u_n\}_{n \geq 1} \) be a sequence of elements of \( \mathcal{E}_\mu \). Since \( U(\cdot; u_n) \in \mathcal{E}_\mu \) for every \( n \geq 1 \) then \( \{U(\cdot; u_n)\}_{n \geq 1} \) is clearly uniformly bounded by \( \frac{a}{b + \chi_2 \mu_2 - \chi_1 \mu_1 - \chi_1} \). Using inequality (3.6), we have that

\[
\sup_{t \geq 1} \|U(\cdot, t; U_n^+, u_n)\|_{\mathcal{C}^\omega(\mathbb{R})} \leq M_1
\]

for all \( n \geq 1 \) where \( M_1 \) is given by (3.7). Therefore there is \( 0 < \nu \ll 1 \) such that

\[
\sup_{t \geq 1} \|U(\cdot, t; U_n^+, u_n)\|_{\mathcal{C}^\omega(\mathbb{R})} \leq M_1
\]

(3.14) for every \( n \geq 1 \) where \( M_1 \) is a constant depending only on \( M_1 \). Since for every \( n \geq 1 \) and every \( x \in \mathbb{R} \), we have that \( U(x, t; U_n^+, u_n) \rightarrow U(x, t; u_n) \) as \( t \rightarrow \infty \), then it follows from (3.14) that

\[
\|U(\cdot; u_n)\|_{\mathcal{C}^\omega(\mathbb{R})} \leq M_1
\]

(3.15) for every \( n \geq 1 \). Which implies that the sequence \( \{U(\cdot; u_n)\}_{n \geq 1} \) is equicontinuous. The Arzela-Ascoli’s Theorem implies that there is a subsequence \( \{U(\cdot; u_{n_k})\}_{n_k \geq 1} \) of the sequence \( \{U(\cdot; u_n)\}_{n \geq 1} \) and a function \( U \in \mathcal{C}(\mathbb{R}) \) such that \( \{U(\cdot; u_n)\}_{n \geq 1} \) converges to \( U \) locally uniformly on \( \mathbb{R} \). Furthermore, the function \( U \) satisfies inequality (3.15). Combining this with the fact \( U_n^+(x) \leq U(x; u_n) \leq U_n^+(x) \) for every \( x \in \mathbb{R} \) and \( n \geq 1 \), by letting \( n \) goes to infinity, we obtain that \( U \in \mathcal{E}_\mu \). Hence the mapping \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) is compact.

**Step 2.** In this step, we prove that the mapping \( \mathcal{E}_\mu \ni u \mapsto U(\cdot; u) \in \mathcal{E}_\mu \) is continuous. This follows from the arguments used in the proof of Step 2, Theorem 3.1, [45]

Now by Schauder’s Fixed Point Theorem, there is \( U \in \mathcal{E}_\mu \) such that \( U(\cdot; U) = U(\cdot) \). Then \( (U(x), V(x; U)) \) is a stationary solution of (1.11) with \( c = c_\mu \). It is clear that

\[
\lim_{x \rightarrow \infty} \frac{U(x)}{e^{-\sqrt{\mu} x}} = 1.
\]

**Step 3.** We claim that

\[
\lim_{x \rightarrow -\infty} U(x) = \frac{a}{b}.
\]

For otherwise, we may assume that there is \( x_n \rightarrow -\infty \) such that \( U(x_n) \rightarrow \lambda \neq \frac{a}{b} \) as \( n \rightarrow \infty \). Define \( U_n(x) = U(x + x_n) \) for every \( x \in \mathbb{R} \) and \( n \geq 1 \). By the arguments of Lemma 3.5, there is a subsequence \( \{U_{n'}\}_{n' \geq 1} \) of \( \{U_n\}_{n \geq 1} \) and a function \( U^* \in \mathcal{C}^b_{\text{unif}}(\mathbb{R}) \) such that \( \|U_{n'} - U^*\|_{\mathcal{C}^\omega} \rightarrow 0 \) as \( n \rightarrow \infty \). Moreover, \( \{U^*, V_1(\cdot; U^*), V_2(\cdot; U^*)\} \) is also a stationary solution of (1.11) with \( c = c_\mu \).

**Claim 1.** \( \inf_{x \in \mathbb{R}} U^*(x) > 0 \).

Indeed, let \( 0 < \delta \ll 1 \) be fixed. For every \( x \in \mathbb{R} \), there \( N_x \gg 1 \) such that \( x + x_n' < x_\delta \) for all \( n \geq N_x \). Hence, it follows from Remark 3.4 that

\[
0 < U_{\mu, \delta}^-(x_\delta) \leq U(x + x_n') \forall n \geq N_x.
\]

Letting \( n \) goes to infinity in the last inequality, we obtain that \( U_{\mu, \delta}^-(x_\delta) \leq U^*(x) \) for every \( x \in \mathbb{R} \). The claim thus follows.
Claim 2. \( U^*(x) = \frac{a}{b} \).

Note that \( K = M + \bar{M} \). Note also that the function \((\bar{U}(x, t), \bar{V}_1(x, t), \bar{V}_2(x, t)) = (U^*(x - c_\mu t), V_1(x - c_\mu t, U^*), V_2(x - c_\mu t, U^*))\) solves (1.10). Then by [43, Theorem B] and Claim 1,
\[
\lim_{t \to \infty} \sup_{x \in \mathbb{R}} |U^*(x - c_\mu t) - \frac{a}{b}| = 0.
\]
This implies that \( U^*(x) = \frac{a}{b} \) for any \( x \in \mathbb{R} \) and the claim thus follows.

By Claim 2, we have \( \lim_{n \to \infty} U(x_n) = U^*(0) = \frac{a}{b} \), which contracts the fact that \( \lim_{n \to \infty} U(x_n) = U^*(0) = \lambda \neq \frac{a}{b} \). \( \square \)

Now, we are ready to prove Theorem A.

**Proof of Theorem A.** Using (2.14), we have
\[
\lim_{\mu \to 0^+} \left[ \mu \sqrt{\alpha K_\mu + L_\mu} \right] = M.
\] (3.16)
This combined with the fact that \( \bar{M} \geq 0 \) and \( M + \bar{M} + \chi_1 \mu_1 < b + \chi_2 \mu_2 \) imply that there is \( 0 < \mu_0 \ll 1 \) such that
\[
\mu \sqrt{\alpha K_\mu + L_\mu} \leq b + \chi_2 \mu_2 - \chi_1 \mu_1, \quad \forall \ 0 < \mu < \mu_0.
\] (3.17)
Next, let us define \( \mu^* \) to be
\[
\mu^* := \sup \{ \bar{\mu} \in (0, \min\{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\}) : \mu \sqrt{\alpha K_\mu + L_\mu} \leq b + \chi_2 \mu_2 - \chi_1 \mu_1, \quad \forall \ 0 < \mu \leq \bar{\mu} \}
\]
and
\[
c^* (\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) := \lim_{\mu \to \mu^*} c_\mu
\] (3.18)
where \( c_\mu = \sqrt{\alpha}(\mu + \frac{1}{\mu}) \). Clearly, it follows from (3.17) that \( \mu^* \geq \mu_0 > 0 \). Let \( c > c^*(\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) \) be given and let \( \mu \in (0, \mu^*) \) be the unique solution of the equation \( c_\mu = c \). Then \( \mu, K_\mu \) and \( L_\mu \) satisfy (2.17). It follows from Theorem 3.1, that (1.4) has a traveling wave solution \((U(x, t), V_1(x, t), V_2(x, t)) = (U(x - ct), V_1(x - ct), V_2(x - ct))\) with speed \( c \) connecting \((\frac{a}{b}, \frac{a \mu_1}{\lambda_1}, \frac{a \mu_2}{\lambda_2})\) and \((0, 0, 0)\). Moreover \( \lim_{z \to \infty} \frac{U(z)}{e^{-az}} = 1 \).

Note that
\[
\lim_{(\chi_1, \chi_2) \to (0^+, 0^+)} K_\mu = \lim_{(\chi_1, \chi_2) \to (0^+, 0^+)} L_\mu = 0.
\]
Thus, we have that
\[
\lim_{(\chi_1, \chi_2) \to (0^+, 0^+)} \mu^* (\chi_1 \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = \min\{1, \sqrt{\frac{\lambda_1}{a}}, \sqrt{\frac{\lambda_2}{a}}\}.
\]
From what it follows that
\[
c^* (\chi_1, \mu_1, \lambda_1, \chi_2, \mu_2, \lambda_2) = \begin{cases} 2\sqrt{a} & \text{if } a \leq \min\{\lambda_1, \lambda_2\} \\ \frac{a + \lambda_1}{\sqrt{\lambda_1}} & \text{if } \lambda_1 \leq \min\{a, \lambda_2\} \\ \frac{a + \lambda_2}{\sqrt{\lambda_2}} & \text{if } \lambda_2 \leq \min\{a, \lambda_1\}, \end{cases}
\]
for every \( \lambda_1, \lambda_2, \mu_1, \mu_2 > 0 \). \( \square \)

Next, for completeness, we present the proof of Remark B.
Proof of Remark B. Observe that if $\lambda_1 = \lambda_2 = \lambda$ then

$$M = (\chi_2 \mu_2 - \chi_1 \mu_1)_+, \quad \hat{M} = (\chi_2 \mu_2 - \chi_1 \mu_1)_-, \quad \hat{\mu}_\mu = \frac{\lambda (\chi_2 \mu_2 - \chi_1 \mu_1)_+}{\lambda - a \mu^2},$$

$$K_\mu = \frac{|\chi_1 \mu_1 - \chi_2 \mu_2|}{2} \left( \frac{1}{\sqrt{\lambda - a \mu^2}} + \frac{\mu \sqrt{a}}{\lambda - a \mu^2} \right), \quad M + \hat{M} = |\chi_1 \mu_1 - \chi_2 \mu_2|.$$  

**Sub-case 1.** $|\chi_1 \mu_1 - \chi_2 \mu_2| = 0$.

In this case we have that $K_\mu = \hat{\mu}_\mu = 0$ for every $0 < \mu < \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}$. Hence, $\mu^* = \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}$ and

$$c^* (\chi_1, \mu_1, \lambda, \chi_2, \mu_2, \lambda) = \begin{cases} 2 \sqrt{a} & \text{if } a \leq \lambda \\ \frac{a + \lambda}{\sqrt{a}} & \text{if } a \geq \lambda. \end{cases}$$

**Sub-case 2.** $\chi_1 \mu_1 - \chi_2 \mu_2 > 0$.

In this case we have that $\hat{\mu}_\mu = 0$ for every $0 < \mu < \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}$. Moreover, we have

$$M + \hat{M} + \chi_1 \mu_1 < b + \chi_2 \mu_1 \Leftrightarrow |\chi_1 \mu_1 - \chi_2 \mu_2| < \frac{b}{2}$$

and $\mu \sqrt{a} K_\mu + \hat{\mu}_\mu \leq b + \chi_2 \mu_2 - \chi_1 \mu_1$ if and only if

$$\mu \sqrt{a} \left( \frac{1}{\sqrt{\lambda - a \mu^2}} + \frac{\mu \sqrt{a}}{\lambda - a \mu^2} \right) \leq \frac{2(b - |\chi_1 \mu_1 - \chi_2 \mu_1|)}{|\chi_1 \mu_1 - \chi_2 \mu_2|}.$$ 

Since the function $\left( 0, \sqrt{\frac{\lambda}{a}} \right) \ni \mu \mapsto \frac{\mu \sqrt{a}}{\sqrt{\lambda - a \mu^2}} + \frac{a \mu^2}{\lambda - a \mu^2}$ is strictly increasing and continuous, we have that

$$\mu^* = \sup \left\{ \mu \in (0, \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}) : \frac{\mu \sqrt{a}}{\sqrt{\lambda - a \mu^2}} + \frac{a \mu^2}{\lambda - a \mu^2} \leq \frac{2(b - |\chi_1 \mu_1 - \chi_2 \mu_1|)}{|\chi_1 \mu_1 - \chi_2 \mu_2|} \right\}.$$ 

Hence

$$\lim_{\chi_1 \mu_1 - \chi_2 \mu_2 \to 0^+} \mu^* = \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}.$$ 

Which implies that

$$\lim_{\chi_1 \mu_1 - \chi_2 \mu_2 \to 0^+} c^* (\chi_1, \mu_1, \lambda, \chi_2, \mu_2, \lambda) = \begin{cases} 2 \sqrt{a} & \text{if } a \leq \lambda \\ \frac{a + \lambda}{\sqrt{a}} & \text{if } a \geq \lambda. \end{cases}$$

**Sub-case 3.** $\chi_2 \mu_2 - \chi_1 \mu_1 > 0$.

In this case we have that $\hat{M} = 0$. Moreover, we have

$$M + \hat{M} + \chi_1 \mu_1 < b + \chi_2 \mu_1 \Leftrightarrow b > 0$$

and $\mu \sqrt{a} K_\mu + \hat{\mu}_\mu \leq b + \chi_2 \mu_2 - \chi_1 \mu_1$ if and only if

$$\left( \frac{\mu \sqrt{a}}{\sqrt{\lambda - a \mu^2}} + \frac{a \mu^2}{\lambda - a \mu^2} \right) \leq \frac{2(b + |\chi_1 \mu_1 - \chi_2 \mu_1|)}{|\chi_1 \mu_1 - \chi_2 \mu_2|}.$$ 

Since the function $\left( 0, \sqrt{\frac{\lambda}{a}} \right) \ni \mu \mapsto \frac{\mu \sqrt{a}}{\sqrt{\lambda - a \mu^2}} + \frac{a \mu^2 + \lambda}{\lambda - a \mu^2}$ is strictly increasing and continuous, we have that

$$\mu^* = \sup \left\{ \mu \in (0, \min \left\{ 1, \sqrt{\frac{\lambda}{a}} \right\}) : \frac{\mu \sqrt{a}}{\sqrt{\lambda - a \mu^2}} + \frac{a \mu^2 + \lambda}{\lambda - a \mu^2} \leq \frac{2(b + |\chi_1 \mu_1 - \chi_2 \mu_1|)}{|\chi_1 \mu_1 - \chi_2 \mu_2|} \right\}.$$
Hence
\[
\lim_{\chi_2 \mu_2 - \chi_1 \mu_1 \to 0^+} \mu^* = \min\{1, \sqrt{\frac{\lambda}{a}}\}.
\]
Which implies that
\[
\lim_{\chi_1 \mu_1 - \chi_2 \mu_2 \to 0^+} c^*(\chi_1, \mu_1, \lambda, \chi_2, \mu_2, \lambda) = \begin{cases} 
2\sqrt{a} & \text{if } a \leq \lambda \\
\frac{a + \lambda}{\sqrt{\lambda}} & \text{if } a \geq \lambda.
\end{cases}
\]

3.2. Proof of Theorem C. In this subsection, we prove Theorem C. To do so, we first recall the following two lemmas from [44].

Lemma 3.7. (1) Let \(0 \leq c < 2\sqrt{a}\) be fixed and \(\lambda_0 > 0\) be such that \(c^2 - 4a + 4\lambda_0 < 0\). Let \(\lambda_D(L)\) be the principal eigenvalue of
\[
\begin{cases}
\phi_{xx} + c\phi_x + a\phi = \lambda\phi, & 0 < x < L \\
\phi(0) = \phi(L) = 0.
\end{cases}
\] (3.19)

Then there is \(L > 0\) such that \(\lambda_D(L) = \lambda_0\).

(2) Let \(c\) and \(L\) be as in (1). Let \(\lambda_{N,D}(L; b_1, b_2)\) be the principal eigenvalue of
\[
\begin{cases}
\phi_{xx} + (c + b_1(x))\phi_x + (a + b_2(x))\phi = \lambda\phi, & 0 < x < L \\
\phi(0) = \phi(L) = 0,
\end{cases}
\] (3.20)

where \(b_1(x)\) and \(b_2(x)\) are continuous functions. If there is a \(C^2\) function \(\phi(x)\) with \(\phi(x) > 0\) for \(0 < x < L\) such that
\[
\begin{cases}
\phi_{xx} + (c + b_1(x))\phi_x + (a + b_2(x))\phi \leq 0, & 0 < x < L \\
\phi(0) \geq 0, & \phi(L) \geq 0
\end{cases}
\] (3.21)

Then \(\lambda_{N,D}(L, b_1, b_2) \leq 0\).

Lemma 3.8. (1) Let \(c < 0\) be fixed and let \(\lambda_0 > 0\) be such that \(0 < \lambda_0 < a\). Let \(\lambda_{N,D}(L)\) be the principal eigenvalue of
\[
\begin{cases}
\phi_{xx} + c\phi_x + a\phi = \lambda\phi, & 0 < x < L \\
\phi_x(0) = \phi(L) = 0.
\end{cases}
\] (3.22)

Then there is \(L > 0\) such that \(\lambda_{N,D}(L) = \lambda_0\).

(2) Let \(c\) and \(L\) be as in (1). Let \(\lambda_{N,D}(L; b_1, b_2)\) be the principal eigenvalue of
\[
\begin{cases}
\phi_{xx} + (c + b_1(x))\phi_x + (a + b_2(x))\phi = \lambda\phi, & 0 < x < L \\
\phi_x(0) = \phi(L) = 0,
\end{cases}
\] (3.23)

where \(b_1(x)\) and \(b_2(x)\) are continuous functions. If there is a \(C^2\) function \(\phi(x)\) with \(\phi(x) > 0\) for \(0 < x < L\) such that
\[
\begin{cases}
\phi_{xx} + (c + b_1(x))\phi_x + (a + b_2(x))\phi \leq 0, & 0 < x < L \\
\phi_x(0) \leq 0, & \phi(L) \geq 0
\end{cases}
\] (3.24)

Then \(\lambda_{N,D}(L, b_1, b_2) \leq 0\).
Proof of Theorem C. We first consider the case that $0 \leq c < 2\sqrt{a}$. Then there is $\lambda_0 > 0$ such that
\[ c^2 - 4a + 4\lambda_0 < 0. \]

By Lemma 3.7(1), there is $L > 0$ such that $\lambda_D(L) = \lambda_0 > 0$.

Fix $0 < c < 2\sqrt{a}$ and the above $L$. Assume that (1.4) has a traveling wave solution $(u, v_1, v_2) = (U(x - ct), V_1(x - ct), V_2(x - ct))$ with $(U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{\alpha}{\beta}, \frac{\alpha U_1}{\beta}, \frac{\alpha U_2}{\beta})$ and $(U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)$. Then, it follows that (1.10) has a stationary solution $(u, v_1, v_2) = (U(x), V_1(x), V_2(x))$). Furthermore, we have $(U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{a}{b}, \frac{a U_1}{b}, \frac{a U_2}{b})$ and $(U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)$. Moreover, for any $\epsilon > 0$, this is $x_\epsilon > 0$ such that
\[ 0 < U(x) < \epsilon, \quad 0 < V_i(x) < \epsilon, \quad |V_{ix}(x)| < \epsilon \quad \forall \ i = 1, 2, \ x \geq x_\epsilon. \]

Consider the eigenvalue problem,
\[
\begin{aligned}
\phi_{xx} + (c + (\chi_2 V_2 - \chi_1 V_1)x)\phi_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x))\phi \\
-(b + \chi_2 \mu_2 - \chi_1 \mu_1)U(x))\phi = \lambda \phi, \quad x_\epsilon < x < x_\epsilon + L \\
\phi(x_\epsilon) = \phi(x_\epsilon + L) = 0.
\end{aligned}
\]
(3.25)

Let $\lambda_D^e(L)$ be the principal eigenvalue of (3.25). By Lemma 3.7(1) and perturbation theory for principal eigenvalues of elliptic operators, $\lambda_D^e(L) > 0$ for $0 < \epsilon \ll 1$.

Note that
\[ U_{xx} + (c + (\chi_2 V_2 - \chi_1 V_1)x)U_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x)) - (b - \chi)U(x))U = 0, \]
for $x_\epsilon < x < x_\epsilon + L$ and $U(x_\epsilon) > 0$, $U(x_\epsilon + L) > 0$. Then, by Lemma 3.7(2), $\lambda_D^e(L) \leq 0$. We get a contradiction. Therefore, (1.4) has no traveling wave solution $(u, v_1, v_2) = (U(x - ct), V_1(x - ct), V_2(x - ct))$ with $(U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{a}{b}, \frac{a U_1}{b}, \frac{a U_2}{b})$ and $(U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)$ and $0 \leq c < 2\sqrt{a}$.

Next, we consider the case that $c < 0$. Let $\lambda_0$ and $L$ be as in Lemma 3.8(1). Then $\lambda_{N,D}(L) = \lambda_0 > 0$.

Fix $c < 0$ and the above $L$. Assume that (1.4) has a traveling wave solution $(u, v_1, v_2) = (U(x - ct), V_1(x - ct), V_2(x - ct))$ with $(U(-\infty), V_1(-\infty), V(\infty)) = (0, 0, 0)$. Then, it follows that (1.10) has a stationary solution $(u, v_1, v_2) = (U(x), V_1(x), V_2(x))$ with $(U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{a}{b}, \frac{a U_1}{b}, \frac{a U_2}{b})$ and $(U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)$. Similarly, for any $\epsilon > 0$, this is $x_\epsilon > 0$ such that
\[ 0 < U(x) < \epsilon, \quad 0 < V_i(x) < \epsilon, \quad |V_{ix}(x)| < \epsilon \quad \forall \ i = 1, 2, \ x \geq x_\epsilon. \]

Moreover, since $U(\infty) = 0$, there is $\tilde{x}_\epsilon > x_\epsilon$ such that
\[ U_x(\tilde{x}_\epsilon) < 0. \]

Consider the eigenvalue problem,
\[
\begin{aligned}
\phi_{xx} + (c + (\chi_2 V_2 - \chi_1 V_1)x(x))\phi_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x))\phi \\
-(b + \chi_2 \mu_2 - \chi_1 \mu_1)U(x))\phi = \lambda \phi, \quad \tilde{x}_\epsilon < x < \tilde{x}_\epsilon + L \\
\phi(\tilde{x}_\epsilon) = \phi(\tilde{x}_\epsilon + L) = 0.
\end{aligned}
\]
(3.26)

Let $\lambda_{N,D}^e(L)$ be the principal eigenvalue of (3.26). By Lemma 3.8(1) and perturbation theory for principal eigenvalues of elliptic operators, $\lambda_{N,D}^e(L) > 0$ for $0 < \epsilon \ll 1$.

Note that
\[ U_{xx} + (c + (\chi_2 V_2 - \chi_1 V_1)x)U_x + (a + (\chi_2 \lambda_2 V_2 - \chi_1 \lambda_1 V_1)(x)) - (b + \chi_2 \mu_2 - \chi_1 \mu_1)U(x))U = 0, \]
for $\tilde{x}_\epsilon \leq x \leq \tilde{x}_\epsilon + L$ and $U_x(\tilde{x}_\epsilon) < 0$, $U(\tilde{x}_\epsilon + L) > 0$. Then, by Lemma 3.8(2), $\lambda^*_{N,D}(L) \leq 0$. We get a contradiction. Therefore, (1.4) has no traveling wave solution $(u, v_1, v_2) = (U(x-ct), V_1(x-ct), V_2(x-ct))$ with $(U(-\infty), V_1(-\infty), V_2(-\infty)) = (\frac{a}{\theta}, \frac{b_1}{\theta}, \frac{b_2}{\theta})$ and $(U(\infty), V_1(\infty), V_2(\infty)) = (0, 0, 0)$ and $c < 0$.

Theorem C is thus proved.

Acknowledgments. The authors would like to thank the referee for valuable comments and suggestions which improved the presentation of this paper considerably.

REFERENCES


R. B. Salako and W. Shen, Spreading Speeds and Traveling waves of a parabolic-elliptic chemotaxis system with logistic source on $\mathbb{R}^N$, *Discrete and Continuous Dynamical Systems - Series A*, 37 (2017), 6189–6225.


TRAVELING WAVES IN PARABOLIC ELLIPTIC-ELLIPTIC CHEMOTAXIS MODELS


